
a. Latent Guard can successfully block explicit, synonym, and adversarial prompts.
b. Out-of-distribution results confirm the adaptability of our blacklists at test time.
c. Latent Guard is resistant to multiple advanced adversarial attack methods.
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Latent Guard: 
a Safety Framework for Text-to-image Generation

Motivation and Contribution
Limitations of existing solutions
● Blacklist-based systems for harmful content detection in text-to-image systems are easily bypassed.
● Using LLMs to check the input prompt is computationally expensive.

Our approach
● Latent Guard works as a blacklist in the latent space of textual encoders.
● Efficient, robust and adaptable:

○ detect unsafe input in milliseconds
○ resilient to rephrasing and adversarial attacks
○ supports flexible blacklist modifications without retraining
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Analysis
a. Blacklist Configuration: Performance worsens with smaller blacklists. 
b. Universal: Our model performs well on unseen datasets, UD[2] and I2P++[1].
c. Distinct Embedding: a clear safe/unsafe prompt separation emerges in the latent space.

● Main idea: identify banned concepts in the input prompt embedding.
● Only the Embedding Mapping Layer is trained with a contrastive loss.
● We use an LLM to generate unsafe prompts starting from concepts.
● Corresponding safe prompts are generated to enable contrastive 

learning.
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● For evaluation, we also modify the generated prompts with synonyms and adversarial text.
● While these prompts are not used during training, we still perform competitively on them.
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